
Problem 1

Read the following csv file in R: (“https://www.statlearning.com/s/Advertising.csv”). Let the sales be your response variable and TV be your predictor. Fit a linear regression model in R. Use ggplot2 to draw a scatter plot and add the fitted line to the plot.

Problem 2

Here is the summary for fit = lm(sales~TV):

	Coefficients:
	
	
	
	

	
	Estimate Std. Error t value Pr(>|t|)
	

	(Intercept)
	7.032594
	0.457843
	15.36
	<2e-16
	***

	TV
	0.047537
	0.002691
	17.67
	<2e-16
	***


---

Signif. codes:	0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1

Residual standard error: 3.259 on 198 degrees of freedom

1. Calculate the least square estimate of intercept and slope by your own code (Use the expression in lecture note).
2. Calculate the standard error of the estimate of intercept and slope by your own code (Use the expression in lecture note).
3. Show how to calculate the t value in the summary table and explain the pvalues (in the last column) Hint: specify the null hypothesis and explain whether there is enough evidence to reject the null hypothesis or make the discovery.

4. Calculate the RSS by your own code (Use the expression in lecture note).

Problem 3

For the model in problem 2. use the projection method to calculate the fitted value yˆ = (yˆ1, . . . , yˆn). Also
	n
	i
	−
	yˆ). Show the sum of residues,
	

	calculate the standard error for each yˆ . Plot the a scatter plot x vs residue (y
	
	
	

	i.e.,   i=1(yi − yˆi), and explain the result.
	
	
	



Problem 4

Load the mpg data in tidyverse package. Fit the simple linear regression with hwy as response and cty as predictor. Calculate the standard error for each yˆi and visualize the result by adding the fitted line and


1

[bookmark: page2]confidence band to the scatter plot.

Problem 5

Assume that we have the simple linear regression model

y = β0 + β1x + ϵ

where E[ϵ] = 0. We have n i.i.d. observations (y1, x1), . . . , (yn, xn). Prove that the expectations of least
ˆ	ˆ
square estimate β0 and β1 are β0 and β1 respectively.
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